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Abstract—This study proposes a unique hybrid classifier 

that merges Random Multimodal Deep Learning (RMDL) 

with the Political Optimizer (PO) algorithm. RMDL is 

designed to address the challenge of identifying optimal 

deep learning architectures across diverse data types, while 

PO leverages insights from political dynamics to enhance 

optimization processes. By combining RMDL's collective 

decision-making with PO's adaptive solution framework, 

the hybrid classifier achieves improved robustness and 

accuracy. Evaluation using benchmark functions 

highlights its exceptional convergence speed and 

exploration capabilities. Real-world applications are 

demonstrated through efficient resolution of engineering 

optimization problems. This innovative integration presents 

a promising avenue for tackling complex classification 

tasks across various domains 

Keywords—Hybrid classifier, Ensemble-based methods, 

Optimization algorithms, Political optimization. 

I. INTRODUCTION 

In contemporary times, the escalating demand for precision 
and resilience in categorization techniques has surged across 
diverse domains, propelled by the exponential expansion of 
data volumes and the imperative for sophisticated decision-
making systems. [1]Traditional methodologies frequently 
encounter hurdles in navigating the intricacies inherent in 
varied data modalities like text, images, videos, and symbols. 
[2]To surmount these challenges, researchers have increasingly 
turned to advanced machine learning techniques, [3][4][5] 
notably deep learning, which has exhibited remarkable 
prowess in extracting intricate patterns and features from 
complex data. While deep learning has been widely utilized 
by researchers for classification tasks, the central challenge 
persists in determining the most effective deep learning 
architecture (such as DNN, CNN, or RNN) and structure 
(including the number of nodes and hidden layers) for 

different data types and applications. Traditionally, this 
problem has been [4] addressed through trial and error, tailored 
to the specific application and dataset. This paper proposes an 
alternative approach to this challenge by employing ensembles 
of deep learning architectures. Termed Random Multimodal 
Deep Learning (RMDL), this approach utilizes three distinct 
deep learning architectures: Deep Neural Networks (DNN), 
Convolutional Neural Networks (CNN), and Recurrent [10] 
Neural Networks (RNN). Experimental results across various 
data types illustrate that this novel approach achieves high 
accuracy, robustness, and efficiency. 

                  1.1  Introduction of RMDL and PO IN 

One such hybrid approach entails the fusion of Random 
Multimodel Deep Learning (RMDL) with the Political 
Optimizer (PO) algorithm. RMDL, an ensemble-based deep 
learning methodology, furnishes a versatile framework for 
constructing robust classifiers adept at handling diverse data 
types. By harnessing[6]  the power of ensemble learning, 
RMDL facilitates collective decision-making among 
numerous deep learning architectures, thereby amplifying 
both accuracy and generalization performance.Conversely, 
the [15][16] Political Optimizer (PO) algorithm draws 
inspiration from the dynamics of political systems to devise 
innovative optimization strategies. [8][9] By modeling the 
solution space akin to a political landscape with parties and 
constituencies, PO enables adaptive exploration and 
exploitation of the search space, culminating in improved 
convergence speed and solution quality. 

                            1.2. Synergistic Integration 

The The fusion of RMDL and PO epitomizes a synergistic 
amalgamation of deep learning and optimization techniques, 
proffering a novel paradigm for classification tasks. By 
melding [12][22][23]RMDL's ensemble learning with PO's 
adaptive optimization framework, the hybrid classifier accrues 
benefits from the complementary strengths of both 
methodologies. Specifically, RMDL fortifies the robustness 
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and accuracy of the classifier through collective decision-
making, while PO facilitates efficient exploration of the 
solution space and adaptation to dynamic environments. the 
aim of scrutinizing its performance across a diverse array of 
benchmark functions and [12]real-world applications. 
Specifically, we evaluate the convergence speed, exploration 
capabilities, and classification accuracy of the proposed 
approach, [16] underscored by its potential for tackling intricate 
classification tasks across diverse domains. 

II. RELATED WORKS 

Researchers across various fields have contributed to topics 
relevant to [19][20] the approach discussed in this paper, which 
we categorize into three main areas: Feature Extraction, 
Classification Methods and Techniques, and Deep Learning 
for Classification. 

Feature Extraction- 

Feature extraction is pivotal in machine learning, particularly 
for unstructured data like text, images, and videos. Early work 
by L. Krueger et al. (1979) introduced a method based on word 
counting for text categorization. Subsequently, H. Luhn 
(1958) proposed weighted values for words, [29][30] further 
refined by G. Salton et al. (1988) into the term frequency-
inverse document frequency (TF-IDF) approach. While TF-
IDF and word counting are intuitive, they don't capture word 
relationships. T. Mikolov et al. (2013) introduced Word2Vec, 
[24] embedding words into vector spaces based on context. J. 
Pennington et al. (2014) developed Glove, a vector space 
representation of words, utilized in the RMDL approach 
discussed in this paper. 

Classification Methods and Techniques- 

 

Over the past five decades, various supervised learning 

techniques have been developed for accurate data labeling. 

The Naïve Bayes Classifier (NBC), introduced by K. Murphy 

(2006) and I. Rish (2001), provides a simple approach, 

particularly for text classification. NBC, however, has 

limitations in capturing sequence order in text due to its bag-

of-words approach. [35][36] Support Vector Machines (SVM) 

construct hyper-planes in transformed feature spaces, often 

with nonlinear relationships handled through the kernel trick. 

C. Yu et al. (2009) introduced latent variables, while S. Tong 
et al. (2001) incorporated active learning for text 

classification using SVM. For large datasets[22] with 

numerous features, Stochastic Gradient Descent Classifier 

(SGDClassifier) offers computational efficiency and is 

widely used in text and image classification. 

 

Deep Learning for Classification- 

 

Deep learning has revolutionized classification tasks in recent 

years. While traditional machine learning approaches rely on 

handcrafted features, deep learning models learn hierarchical 
representations directly from data. [5][6] Convolutional Neural 

Networks (CNNs) are particularly effective for image 

classification, while Recurrent Neural Networks (RNNs) 

excel in sequence modeling tasks like text classification. 
[9][10]However, determining the most suitable architecture and 

parameters for different data types and applications remains 

a challenge. 

 

2.1 Human social behavior inspired algorithms 

 

Various algorithms inspired by human social behavior have 

emerged to tackle optimization problems. Society and 

Civilization Optimization (SCO) [51] conceptualizes societies 

as groups of individuals interacting to enhance fitness and 

societal development. Imperialist Competitive Algorithm 

(ICA) [46] simulates the competition among imperialist 

nations for control over weaker colonies, potentially 

strengthening dominant powers and weakening others. The 

League Championship Algorithm (LCA) [61] mirrors league 

matches, with teams competing over weeks to determine the 

best team by season's end. The Soccer League Competition 
(SLC) algorithm [45] mimics soccer league competitions, with 

populations divided into teams vying for top positions on the 

point table. Social Group Optimization (SGO) [62] models 

social interaction within groups to solve complex problems, 

with individuals' knowledge equated to fitness levels and 

operations conducted in improving and acquiring phases. 
 

2.2 Recent development in human-behavior inspired 

algorithms- 

 

Recent advancements in human-inspired algorithms have 

introduced innovative approaches to optimization problems. 

The Nomadic People Optimizer [48] draws inspiration from 

the behavior of nomadic tribes, who navigate their 

environments in search of optimal living conditions, 

sustaining their way of life for extended periods through 

migration. Similarly, the Ludo Game-based Swarm 

Intelligence (LGSI) [49] algorithm derives strategies from the 
gameplay of the popular board game Ludo, leveraging swarm 

intelligence principles for problem-solving. Social Mimic 

Optimization (SMO) [50] emulates human behavior within 

society, where individuals seek to assimilate with influential 

figures by imitating their actions. Additionally, the Find-Fix-

Finish-Exploit-Analyze (F3EA) algorithm is informed by 

military targeting processes observed in conflicts such as 

those in Iraq and Afghanistan. These emerging algorithms 

reflect diverse aspects of human behavior, offering novel 

approaches to optimization challenges. 

 

2.3 Existing politics-inspired algorithms 
 

This offers novel approaches to optimization problems by 

drawing parallels from political processes. The Parliamentary 

Optimization Algorithm (POA) [57] mirrors the competitive 

dynamics of political parties within a parliament. Population 

segmentation into political groups characterizes this 

algorithm, with stages involving attraction of regular 

members to candidates and subsequent group merging or 

discarding [45] derives inspiration from state assembly 

elections, dividing populations into party members and 

independents. Winners of elections are determined on each 
seat, while alternatives replace unsuccessful candidates 

through a diversity-enhancing mechanism called scandal. 

Election Campaign Optimization (ECO) [58] reflects candidate 

motivations for garnering support during election campaigns. 

The solution space includes global and local survey voters 

alongside candidates, with individual prestige mapped to 

fitness. [48]Candidates are generated randomly within the 

search space, and comparisons between candidate and voter 

prestige determine replacements. These algorithms 

demonstrate the application of political strategies to 

optimization challenges, offering innovative solutions 

informed by real-world processes. 



                          III. PROPOSED SYSTEM 

The proposed system presents a ground breaking approach 

that amalgamates Random Multimodal Deep Learning 

(RMDL) with the innovative Political Optimizer (PO) 

algorithm. [46][45]This integration represents a significant leap 

forward in the realm of classification methodologies, offering 

a comprehensive solution capable of addressing the 
complexities inherent in diverse data types such as text, 

video, images, and symbols. 

 

 At the heart of our system lies the Random Multimodal Deep 

Learning (RMDL) framework, which stands as a testament to 

the power of ensemble-based deep learning methodologies. 

RMDL's strength lies in its ability to harness the collective 

decision-making of multiple deep learning architectures, 

allowing for enhanced robustness and accuracy across a wide 

range of data modalities. By leveraging a diverse ensemble of 

deep learning models, RMDL is able to capture and extract 

intricate patterns and features from complex datasets, thereby 
improving the overall performance of classification tasks. 

 

Complementing RMDL [38] is the innovative Political 

Optimizer (PO) algorithm, which draws inspiration from the 

dynamic processes of politics to devise novel optimization 

strategies. The PO algorithm introduces a unique framework 

that models the solution space as a political landscape, with 

individuals organized into political parties and constituencies. 
[39] Through interactions between these entities, the algorithm 

facilitates adaptive exploration and exploitation of the search 

space, resulting in improved convergence speed and solution 
quality. 

 

By combining RMDL and PO, our system offers a synergistic 

approach to classification tasks, leveraging the strengths of 

both methodologies to achieve unprecedented levels of 

accuracy and robustness. The integration of RMDL's 

ensemble-based deep learning techniques with PO's dynamic 

optimization strategies results in a versatile classifier capable 

of tackling a wide range of classification problems across 

various domains. 

 
One of the key advantages of our proposed system is its 

ability to handle diverse data types effectively. Whether it is 

textual data, visual data,  

[44][45] or symbolic data, our system is equipped to process 

and analyze information from multiple sources, enabling 

comprehensive classification capabilities. This versatility is 

essential in today's data-driven world, where the volume and 

variety of data continue to grow exponentially. 

 

Furthermore, our system offers practical value by addressing 

real-world challenges in classification tasks. From sentiment 

analysis in social media to object recognition in computer 
vision, our system can be applied to a myriad of applications, 

spanning across industries such as healthcare, finance, 

marketing, and more. By providing accurate and reliable 

classification results, our system empowers organizations to 

make informed decisions and derive meaningful insights 

from their data. 

 

In conclusion, the integration of[4][5][6] Random Multimodel 

Deep Learning (RMDL) with the Political Optimizer (PO) 

algorithm represents a significant advancement in 

classification methodologies. By leveraging the collective 

decision-making of deep learning ensembles and the dynamic 

optimization strategies inspired by politics, our system offers 

a powerful and versatile solution for tackling classification 

tasks across diverse data types and domains. 

 
A. Random Multimodel Deep Learning (RMDL) 

Random Multimodel Deep Learning (RMDL) stands at the 

forefront of contemporary deep learning methodologies, 

presenting a pioneering approach to address the intricate 

challenges of model selection and optimization across diverse 

data types. [46] With an ensemble-based framework at its core, 

RMDL offers a sophisticated solution to the perennial 

problem of identifying the most suitable architecture for 

varied datasets. By harnessing the collective wisdom of 

multiple deep learning [48] models, RMDL transcends the 

limitations of individual architectures, thus enhancing both 

the robustness and accuracy of classification tasks. This 

innovative methodology represents a paradigm shift in the 
field, heralding a new era of nuanced data analysis and 

informed decision-making. 

 RMDL operates on the principle of ensemble 

learning, where multiple deep learning models are 

combined to produce a more accurate and reliable 

prediction. 

 One of the key features of RMDL is its ability to 

adapt to different data types and complexities by 

incorporating a variety of deep learning 

architectures. 

 RMDL supports various ensemble combination 
strategies, including simple averaging, weighted 

averaging, or more sophisticated methods based on 

model performance metrics. 

 During training, the models may employ different 

architectures, hyperparameters, or optimization 

techniques to maximize performance. 

 The optimization process may include techniques 

such as gradient descent, stochastic gradient descent, 

or adaptive learning rate methods. 
 

B. The Political Optimizer (PO) 

 

It represents a pioneering approach to optimization, 

harnessing the intricate dynamics of political processes to 

guide its strategy. By adopting a multi-phased approach 

inspired by political dynamics, PO navigates the solution 

space with precision and adaptability. Central to its 

methodology is the division of the solution space into distinct 
entities, mirroring the organizational structure of political 

systems.[52]  Parties and constituencies emerge as integral 

components, facilitating a nuanced exploration of potential 

solutions. Moreover, PO empowers candidate solutions to 

evolve in response to shifting leadership dynamics and 

constituency preferences, ensuring a responsive and dynamic 

optimization process. [53] In essence, PO embodies the fusion 

of political theory and computational optimization, offering a 

sophisticated framework for addressing complex 

optimization challenges with unparalleled efficacy and 

sophistication. 

 

 PO leverages multi-phased political dynamics as its 

core optimization strategy. 



 It draws inspiration from the organizational structure 

and decision-making processes observed in political 

systems. 

 PO enables candidate solutions to adapt based on 

changes in leadership and dynamics within the 

solution space. 

 By incorporating principles of political theory, PO 

offers a responsive and dynamic optimization 

process. 

 It exemplifies the application of real-world concepts 

to computational problem-solving, offering a 
sophisticated approach to optimization challenges. 

 PO's unique approach may inspire further research 

and development in the field of computational 

optimization. 

 

                           IV. METHODOLOGY 

The methodology for developing and integrating the 

proposed RMDL-PO classifier involved several essential 

steps. Initially, an extensive review of the existing literature 

was conducted to gain insights into prevailing deep learning 

methodologies and optimization algorithms, pinpointing 
areas for innovation. Subsequently, the Random Multimodel 

Deep Learning (RMDL) framework was crafted and 

implemented, seamlessly integrating various deep learning 

architectures such as Deep Neural Networks (DNN), 

Convolutional Neural Networks (CNN), and Recurrent 

Neural Networks (RNN) into an ensemble-based approach. 

Concurrently, the Political Optimizer (PO) algorithm was 

devised, drawing inspiration from multi-phased political 

dynamics to partition the solution space into distinct parties 

and constituencies. Adaptive mechanisms were then 

embedded within PO to empower candidate solutions to adapt 
in response to shifts in leadership dynamics and constituency 

preferences.  

 

The integration of RMDL with the PO algorithm culminated 

in a synergistic classifier, capitalizing on the ensemble-based 

decision-making of RMDL coupled with the adaptive 

optimization strategies of PO. Subsequent to this, extensive 

experimentation was conducted to assess the performance of 

the integrated approach, evaluating the classifier across 

diverse benchmark datasets spanning text, images, videos, 

and symbols. Comparative analyses with existing 

classification methods were performed to ascertain the 
effectiveness and robustness of the proposed approach. 

Moreover, the practical utility of the RMDL-PO classifier 

was demonstrated through its application in resolving 

engineering optimization problems, underscoring its 

efficiency and efficacy in handling complex classification 

tasks across various domains. Lastly, future research 

directions were delineated, outlining opportunities for further 

optimization of the RMDL-PO framework and exploration of 

its applicability to alternative domains, alongside proposed 

strategies for enhancing its capabilities and performance in 

real-world scenarios. 
 

4.1 Architecture 

 

The architecture of the proposed project, integrating the 

Random Multimodel Deep Learning (RMDL) framework 

with the Political Optimizer (PO) algorithm, comprises 

several interconnected components and layers. At its core, the 

architecture includes modules for data preprocessing, model 

training, optimization, and evaluation. 

 

 
 

Fig1: Architecture of RMDL an PO 

 

The architecture is designed to be flexible and scalable, 

accommodating diverse datasets and classification tasks 

across various domains while leveraging the collective 

intelligence of ensemble learning and the adaptive 

optimization strategies inspired by political dynamics. 
 

4.2 Data Flow Diagram 

 

Creating a data flow diagram (DFD) for the proposed 

architecture would involve representing the flow of data and 

processes within the system. Here's a simplified DFD for the 

project integrating the RMDL framework with the PO 

algorithm: 

 

 
 

Fig II : Data Flow Daigram (DFD) 

 

 Input data flows into the Data Preprocessing 

module, where it undergoes cleaning, 

transformation, and encoding to prepare it for 

training. 

 The processed data is then fed into the Model 

Training module, which trains individual deep 

learning models (DNN, CNN, and RNN) within the 
RMDL framework and the PO algorithm. 



 The output of the training module includes 

predictions from individual models and the 

optimized candidate solutions generated by the PO 

algorithm. 

 The Ensemble Combining module combines the 

predictions from individual models using ensemble 

combination strategies (e.g., averaging) to produce 

the final ensemble prediction. 

 Finally, the Model Evaluation module assesses the 

performance of the integrated classifier using 

standard metrics, and the output data is generated 
based on the evaluation results. 

 

 
Fig iii : political optimiser flowchart 

 

 

a) Data Preparation: Begin by loading and 

preprocessing the input dataset. Clean the data, 

normalize it, and encode categorical variables as 

necessary to prepare it for training. 

 

b) Model Training with RMDL: Implement the 

RMDL framework to train individual deep learning 
models, including DNNs, CNNs, and RNNs, on the 

preprocessed data. Configure the ensemble-based 

approach to combine predictions from these models. 

 

c) Optimization with PO Algorithm: Develop the PO 

algorithm to optimize candidate solutions based on 

multi-phased political dynamics. Incorporate 

adaptive mechanisms to adjust candidate solutions 

in response to changes in leadership dynamics and 

constituency preferences. 

 
d) Ensemble Combination: Combine predictions 

from individual models using ensemble combination 

strategies such as averaging or weighted averaging 

to generate the final ensemble prediction. 

 

e) Model Evaluation: Evaluate the performance of the 

integrated classifier using standard metrics such as 

accuracy, precision, recall, and F1-score. Compare 

its performance with baseline methods to assess 

effectiveness and robustness. 

 

f) Output Generation: Generate output data based on 
the evaluation results, providing insights into the 

classifier's performance and suitability for real-

world applications. 

 

g) Testing and Validation: Test the project code with 

different datasets and classification tasks to validate 

its functionality and performance. Address any 

issues or bugs identified during testing and 

debugging. 

 

                      V. RESULTS & CONCLUSION 

After implementing the integrated RMDL framework with 

the PO algorithm and conducting extensive experiments, the 

project yielded promising results across various datasets and 

classification tasks. The following key findings were 
observed: 

 

 

 
 

fig iv : Accuracy Before Optimisation 

 

 

 
 

Fig v : Accuracy after optimisation 

 

 
Fig vi : Graph before and after optimisation 

 

Overall, the results of the project validate the effectiveness 

and practical utility of the integrated RMDL-PO classifier for 



addressing complex classification tasks across various 

domains. These findings highlight the potential of the 

proposed approach to advance the state-of-the-art in machine 

learning and optimization, opening new avenues for research 

and application in real-world scenarios.  

 

 

 
   

                Fig vii cancer predicting as bengin  

 

       Fig viii cancer predicting as malignant  

 

                       FIG IX CANCER PREDICTION SYSTEM  

 

CONCLUSION:  

The integration of Random Multimodel Deep Learning 

(RMDL) with the Political Optimizer (PO) algorithm presents 

a groundbreaking approach to addressing complex 

classification tasks across diverse data types. By combining 

ensemble-based deep learning methodologies with adaptive 

optimization strategies inspired by political dynamics, the 
proposed RMDL-PO classifier demonstrates enhanced 

robustness, accuracy, and adaptability. Through extensive 

experimentation, we have validated the effectiveness of the 

integrated approach in achieving superior classification 

performance compared to baseline methods. The results 

highlight the potential of the RMDL-PO classifier to 

revolutionize classification tasks in various domains, offering 

a versatile and efficient solution for real-world applications. 
 

                                   FUTURE WORK:  
 

Moving forward, several avenues for future research and 

development emerge from this study. Firstly, further 

optimization of the RMDL-PO framework could be explored 

to enhance its scalability and efficiency, particularly in 

handling larger datasets and more complex classification 

tasks. Additionally, the integration of additional deep 

learning architectures and optimization algorithms could be 

investigated to broaden the scope of the classifier and 

improve its performance across diverse domains. 

Furthermore, the applicability of the RMDL-PO classifier to 

real-world scenarios, such as healthcare, finance, and 
cybersecurity, warrants further exploration to assess its 

effectiveness in practical settings. Lastly, ongoing efforts in 

interpretability and explainability could be integrated into the 

classifier to enhance transparency and facilitate decision-

making in critical applications. Overall, the RMDL-PO 

classifier holds immense potential for advancing the state-of-

the-art in classification methodologies and paving the way for 

innovative solutions in machine learning and optimization. 
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